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ABSTRACT Background: Effectiveness of medical education

programs is most meaningfully measured as performance of its

graduates.

Objectives: To assess the value of measurements obtained in

medical schools in predicting future performance in medical

practice.

Methods:

Search strategy: The English literature from 1955 to 2004 was

searched using MEDLINE, Embase, Cochrane’s EPOC

(Effective Practice and Organization of Care Group),

Controlled Trial databases, ERIC, British Education Index,

Psych Info, Timelit, Web of Science and hand searching of medical

education journals.

Inclusion & exclusions: Selected studies included students assessed

or followed up to internship, residency and/or practice after

postgraduate training. Assessment systems and instruments studied

(Predictors) were the National Board Medical Examinations

(NBME) I and II, preclinical and clerkship grade-point average,

Observed Standardized Clinical Examination scores and

Undergraduate Dean’s rankings and honors society. Outcome

measures were residency supervisor ratings, NBME III, residency

in-training examinations, American Specialty Board examination

scores, and on-the-job practice performance.

Data extraction: Data were extracted by using a modification of

the BEME data extraction form study objectives, design, sample

variables, statistical analysis and results. All included studies are

summarized in a tabular form.

Data analysis and synthesis: Quantitative meta-analysis and

qualitative approaches were used for data analysis and synthesis

including the methodological quality of the studies included.

Results: Of 569 studies retrieved with our search strategy,

175 full text studies were reviewed. A total of 38 studies met our

inclusion criteria and 19 had sufficient data to be included in a

meta-analysis of correlation coefficients. The highest correlation

between predictor and outcome was NBME Part II and NBME

Part III, r¼ 0.72, 95% CI 0.30–0.49 and the lowest between

NBME I and supervisor rating during residency, r¼ 0.22, 95%

CI 0.13–0.30. The approach to studying the predictive value of

assessment tools varied widely between studies and no consistent

approach could be identified. Overall, undergraduate grades and

rankings were moderately correlated with internship and residency

performance. Performance on similar instruments was more

closely correlated. Studies assessing practice performance beyond

postgraduate training programs were few.

Conclusions: There is a need for a more consistent and

systematic approach to studies of the effectiveness of undergraduate

assessment systems and tools and their predictive value. Although

existing tools do appear to have low to moderate correlation with

postgraduate training performance, little is known about their

relationship to longer-term practice patterns and outcomes.

Introduction

Prediction is one of the major roles of assessment.

Measurement of outcomes of medical education and the

predictive value of these measurements in relation to

on-the-job performance, i.e. postgraduate professional

training and beyond, are fundamental issues in medical

education that still require further study. Studies of academic

success at medical school and prediction of graduates’

subsequent performance have resulted in equivocal

conclusions (Pearson et al., 1998).

The multi-faceted and complex nature of being a doctor,

combined with the diversity and multi-dimensionality of

the working environment, increases the difficulty of defining

and interpreting measurable and/or observable outcomes of

medical education and training programs. A recent publica-

tion on identifying priority topics for conducting systematic

reviews in medical education listed as one of the first

priorities, ‘‘What are the outcomes we should use to evaluate

medical education and to what extent do measures obtained
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before and in medical school predict these outcomes?’’

(Wolf et al., 2001).

Clinical competence, in terms of outcomes of medical

education, is increasingly being measured. However, as with

other concepts, there is a lack of precision and clear

definition. Kane (1992) defined clinical competence as ‘‘the

degree to which an individual can use the knowledge, skills

and judgment associated with the profession to perform

effectively in the domain of possible encounters defining the

scope of professional practice.’’ Substantial effort has gone

into defining measures of competences in basic and higher

medical education. Epstein & Hundert (2002) defined

professional competence, which should be the outcome of

medical education programs, as: ‘‘The habitual and judicious

use of communication, knowledge, technical skills, clinical

reasoning, emotions, values and reflection in daily practice

for the benefit of the individual and community being

served.’’ This definition captures an important feature of

professional competence, which described it as a habit that

will need time to be developed.

The categories recorded for assessment of clinical

competence in many programs have used general terms

such as ‘knowledge base of basic and clinical sciences, history

taking, preventive care skills and ethical/legal principles’.

These categories are too general to be measured precisely and

to be predictive of the candidate’s future performance, which

is a major function of the examination. Some of the categories

such as skills assess the prerequisites of performance rather

than the performance itself, which includes processes and

outputs (Cox, 2000).

When looking into the predictive value of assessment

measures in medical schools, it is important to consider the

time of measurement of outcomes along the continuum and

time line of a physician’s education, training and practice.

Measurement can take place during or at the end of

undergraduate educational programs, immediately after

graduation (internship or licensure examination), during

and at the end of residency training and in practice.

Ideally, an examination at the end of an undergraduate

program should predict whether a student is competent and

is ready for further practice and training. Competence may be

perceived in relation to a fixed reference point or, as a dynamic

process in which measurements vary in relation to the

expected level of competence and the amount of relevant

experience. The measurement process should prevent false

negative results, i.e. failing a student who is competent and,

in particular, false positive ones, i.e. passing a student who is

incompetent (van der Vleuten, 2000).

Assessment of performance of medical school graduates

during their first postgraduate year (internship) provides an

indicator of the quality of the undergraduate curriculum and

educational process, and serves as a quality assurance measure

for those involved in undergraduate and early postgraduate

training (Rolfe et al., 1995). Medical school grades are widely

accepted measures of performance quality. It is assumed,

without supportive evidence, that the grades provide a basis for

predicting future performance in the workplace. The more we

move away from the exiting point of the education program,

the more difficult becomes the measurement; the ‘noise’

increases (Gonnella et al., 1993). Observation of performance

for purposes of student appraisal in medical schools is done

with the goal of extrapolating and generalizing competence

that extends beyond the tasks observed.

Conceptual framework of the review

The prediction of performance in the real world of medical

practice is nowwidely accepted as the goal of assessment at the

different levels of medical professional education (Southgate

et al., 2001). A simple linear model based on measurement of

input, process and output of an undergraduate medical

education program cannot explain or address the complexity

of measurement of its learning outcomes. The expected

changes in learner behavior and performance should not only

be assessed at the end of the program (learning outcomes), but

more importantly in real-life practice (practice outcomes).

‘Learning outcome’ measurements and ‘practice out-

come’ measurements in medical education are different.

Practice outcomes of an educational program are the

reflection of the program; input, process, learning outcomes

and postgraduate training and practice environment. In this

model, measurement of input, e.g. student characteristics,

processes, e.g. educational strategy and learning outcomes

during and at the end of the program, may predict to a

variable degree program outcomes at different points

of measurements after exiting the program, i.e. internship,

residency training and on-the-job performance (practice

outcomes). Time since graduation, training and practice

environments have a direct impact on the physician

performance and practice outcomes.

Based on the relation between ‘learning outcomes’ and

‘practice outcomes’ model, it is proposed that measurements

can take place at different levels on a hierarchical pyramid

based on Miller’s (1990) clinical competence pyramid and

Kirkpatrick’s (1967) levels of effectiveness (Figure 1). It is

suggested that students’ ‘learning outcomes’ could be assessed

Figure 1. Conceptual relation between assessment in

medical education of learning outcomes-‘predictors’-and

‘practice outcomes’.
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at three levels (knows, knows how, shows how). The assess-

ment of medical students has tended to focus on the pyramid

base ‘knows’ and ‘knows how’. This might be appropriate

in early stages of medical curriculum (Wass et al., 2001),

but at the end of the program higher levels should be

assessed—‘shows how’—which should take place at the

maximum possible level of simulation to actual practice.

‘Practice outcomes’ need to be assessed as a performance on-

the-job ‘does’. The impact of the performance could be

considered as the highest level of practice outcomes (Ram,

1998). This model represents a combination of assessment

principles and the current development of theoretical views

on medical expertise, and takes account of the difference

between competence and performance (Schmidt et al., 1990;

Rethans 1991).

The conceptual framework that guided the systematic

review is looking primarily at the predictive validity of scores

or assessment of student performance in medical schools

generated by different assessment systems and instruments

used in measuring learning outcomes, ‘Predictors’, and

future performance of the graduates and its ultimate impact

on health, ‘Practice Outcomes’.

Review question

To what extent do measurements obtained in medical

schools predict outcomes in clinical practice: performance

during internship, residency programs, on the job and its

impact on healthcare?

Review methodology

(a) Inclusion criteria

For studies to be eligible for inclusion in the systematic

review, they must have all of the following:

(i) Study subjects: Medical students assessed or followed

up to internship, residency and/or practice after

postgraduate training;

(ii) Predictors—Independent variables: ‘Learning

outcomes’:

(a) student ratings/scores of assessments in medical

schools, preclinical and clinical phases and

evaluation of student clinical competences.

(iii) Outcome variables Dependent variables: ‘Practice

Outcomes’:

(a) assessment scores of performance in residency

or internship programs;

(b) scores of medical licensure examination or

specialty board certification examination;

(c) health outcomes in terms of quality of life of

patients, mortality or patient satisfaction, costs

of care.

(iv) Study design: Studies with the following designs

will be selected:

(a) prospective follow-up study of medical students

up to internship/residency/practice;

(b) retrospective analysis of correlation between

predictors and outcome variables.

(b) Exclusion criteria

Studies meeting the inclusion criteria will be excluded from

the review if they were only reviews, contained only interim

analysis of some studies with final analysis included through

subsequent publication and if they were duplicate

publications.

(c) Search strategy and sources

The search was conducted across a comprehensive range of

sources in several stages. In 2001, an initial broad scoping

search was performed across the key medical and educational

databases, ERIC, MEDLINE, Psych Info, Web of Science

and Timelit. Significant relevant papers were identified

prior to this search, and strategies were drawn up to ensure

each of these papers would be retrieved by the scoping

search. A series of filtering strategies were developed to

remove false hits (Appendix 1 on BEME website: http://

www.bemecollaboration.org).

The full search included electronic and non-electronic

sources. Multiple Medline searches were conducted and

manageable results lists were reviewed. These searches

utilized the most appropriate subject headings available,

and employed limits to handle very large results sets.

The Medline searches were enhanced by searches across

other databases, including Embase, Cochrane’s EPOC

(Effective Practice and Organization of Care Group) and

Controlled Trial databases, and the British Education

Index.

The non-electronic search was critical in identifying

papers that the databases were unable to realistically produce

in manageable quantities. In addition to recommendations

from experts, we also conducted hand-searches across

key medical education journals: Medical Teacher, Academic

Medicine, Medical Education and Teaching and Learning in

Medicine.

An updating search was conducted in May 2004 to

retrieve new research published since the start of the

group’s work. This search was limited from 2001 to the

latest citations and was run across Medline, Embase,

Evidence Based Medicine Reviews (including Cochrane),

SPORTdiscus, AMED, HMIC, ERIC and BEI. The

search strategies used were sensitive, but were not designed

for maximum sensitivity, given the impracticality of the

massive number of irrelevant citations that would have

resulted.

The Medline search strategy combined MeSH that

described aspects of the study population, predictors and

outcomes; exp Professional Competence/, exp Education,

Medical, Undergraduate/, Internship and Residency,

Schools, Medical/, Students, Medical/Achievement/,

Certification/, Educational Measurement/, Forecasting/,

Longitudinal Studies/, Predictive Value of Tests/, Evaluation

Studies/, Program Evaluation.

To reinforce the results of all searches, a separate cited

reference search was conducted on the Web of Science. Each

of the papers included for review from the first search results

(as well as several from the updating search) was searched for

papers that cited it and papers that it cited.

Selection methods

Selection of the studies was done by two independent

reviewers applying the above criteria to papers obtained

through the search strategy outlined above. Discrepancy in

BEME systematic review
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the list of included studies was resolved through discussion.

Inter-observer consistency was measured using kappa

statistics.

Assessment of methodological quality of included studies

The methodological quality of the included studies was

appraised, guided by the questions developed by

BEME for assessing the quality of a research-based

educational study (Harden et al., 1999), using the

following criteria:

(1) Prospective or retrospective cohort: Prospective cohort

studies collect data for the purpose of correlating

performance of students with their later performance

as residents and practitioners. The data obtained can

be complete and of high quality through the use of

validated instruments and suitability for the purpose.

Retrospective cohort studies have to depend on the

extent and type of data collected in the past and cannot

have control over their completeness or quality.

Prospective studies therefore, were rated higher than

the retrospective studies.

(2) Sample: Selection of subjects was considered

unbiased if an entire batch of students is included

in a prospective follow-up study or all practitioners/

residents or interns or a random sample of those

working in a setting are included in a retrospective

study.

(3) Data collection:

(a) Similarity of correlated construct: The degree

of correlation depends on the extent of

similarity between the construct. For exam-

ple, clinical competence shows stronger

correlation with clinical knowledge examina-

tion scores (e.g. NBME II) than with basic

science examination scores (NBME I). The

studies correlating clinical measures were

rated higher than those correlating basic

science knowledge with the clinical measures

after graduation.

(b) Psychometric characteristics of measuring

instruments: Reliability of the instruments

measuring the predictor and criterion variables

affect the degree of correlation between them.

Generally, the correlation tends to be alternated

because the instruments are practically never

perfectly reliable. Accordingly, the studies report-

ing the reliability of the instruments were graded

higher than those not reporting it. The report,

even if indicating low reliability, allows estima-

tion of the degree of attenuation and report

disattenuated correlation. Similarly, the instru-

ments need to have established validity. Invalid

instruments affect the magnitude of the observed

correlation.

(4) Data analysis:

(c) Use of appropriate statistics: The choice of

correlation statistics depends on the distribution

of scores and nature of relationship between the

predictor and criterion variables. For example,

the Pearson product–moment correlation would

be appropriate if the distribution of both the

predictor and criterion variables are bivariate

normal and if the relationship between the two

is linear.

(d) Attrition bias/Response rate: Prospective studies

may lose subjects during follow-up and retro-

spective studies are influenced by natural attri-

tion of subjects due to summative evaluations

at various stages after graduation. Thus the final

set of data may represent the restricted range of

eligible subjects. The degree of attrition bias/

response rate may affect the magnitude of

observed correlation.

(e) Disattenuation of correlation coefficient: Reporting

disattenuation of correlation was considered a

quality issue as it would adjust the correlation

coefficient for lack of perfect reliability of the

scores.

Data management techniques

(a) Data extraction

The data extraction form was developed, pre-tested and

standardized to meet the requirement of the review

(Appendix 2 on BEME website: http://www.bemecollabor-

ation.org). Two reviewers extracted the data independently.

The agreement between the two reviewers was assessed using

phi coefficient because Kappa gave misleadingly low values

in the presence of low marginal figures. Both quantitative and

qualitative data were extracted.

(b) Data analysis and synthesis

(1) Criteria for addressing the combinability of the studies

1.1. Similarity in timing of measurements: Studies

to be combined were selected on the basis of

similarity in the timing of measurement of

predictor(s) and the outcome variables.

1.2. Similarity in assessment methods: The correla-

tions between measures before and after

graduation depended on the degree of similar-

ity between the methods of assessment. For

example, the knowledge in medical school

assessed by objective examinations would

correlate better with the knowledge assessed

by objective examinations taken after gradua-

tion. Therefore, before combining the results

of the independent studies, the extent of

similarity of assessment methods was

examined.

1.3. Inspection of point estimates and confidence

intervals: The quantitative data were

displayed graphically as a forest plot using

meta-analysis software (initially generated

using Comprehensive Meta-Analysis version

1.0.23 (1998) and then transferred to

SPSS for Windows version 12 to generate the

actual graphs). The correlation coefficient point

estimates were inspected to determine closeness

to each other. The overlap of their confidence

intervals was examined to determine the
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extent of similarity between the results of the

independent studies.

1.4. Test of homogeneity: Statistical tests of homo-

geneity ‘Q statistics’ were performed to examine

whether the observed parameters are similar

between the independent studies. A p-value

of 0.1 or greater was accepted as indicating

‘homogeneity’.

(2) Estimating the combined correlation coefficient

point estimates

These were determined using random or fixed effects model

depending on the results of the homogeneity test. If the

p-value of the test was 0.1 or more, then a fixed effects model

was used, whereas if it was less than 0.1, then a random

effects model was used.

(c) All included studies were summarized in a tabular format

capturing main findings relevant to the review

Results

Search results

Over 20,000 unique hits were returned. Their titles were

visually scanned to eliminate obviously irrelevant results. In

total, 560 (2.8%) titles were considered potentially relevant

for abstracts review. The specificity of the scoping search

(percentage of the total that was relevant to the topic) was

remarkably low. While this initial search did demonstrate that

the topic would prove problematic, it also revealed that there

was a suitable amount of evidence to assess for systematic

review.

Selection of studies

The reviewers scanned the titles and abstracts of the 569

papers retrieved by the search strategy. Of these, 175 papers

were considered potentially relevant for further review.

Full versions of the papers were obtained for evaluation.

Two reviewers independently applied the eligibility criteria

on these papers. The inter-observer agreement was sub-

stantial (kappa¼ 0.71; percentage agreement 89%). All

papers selected for inclusion or exclusion by either of the

reviewers were discussed. Differences were resolved through

discussion. The screening process eliminated 137 citations

that did not meet the review inclusion criteria. Thirty-eight

citations were identified eligible for the review (see

Appendix 3 and Appendix 6, both on BEME website:

http://www.bemecollaboration.org).

Overview of the studies included in the review

Thirty-eight studies were included: one paper appeared in

1956, three in the 1960s, two in the 1970s, six in the 1980s,

15 in the 1990s and 11 in the 2000s (up to 2004).

Thirty-two studies were from the United States, three

from Canada and one each from the United Kingdom,

Australia and New Zealand.

Assessment of methodological quality of the studies

Two reviewers independently applied the criteria for the

assessment of methodological quality of the included studies.

For each of the quality criteria, the papers were rated as ‘met’,

‘not met’ or ‘unclear/not applicable’. One study met all the

seven validity criteria (Brailovsky et al., 2001), 16 studies met

four criteria and 25 met two validity criteria. Twenty-nine

studies were retrospective cohort, five survey studies

(Peterson et al., 1956, Clute, 1963; Price, 1969; Fish et al.,

2003; Richards et al., 1962) and four prospective cohort

studies (Zu et al., 1998; Probert et al., 2003; Gonella et al.,

2004; Wilkinson & Frampton, 2004). Only one study

(Brailovsky et al., 2001) was prospective and reported the

disattenuated correlation coefficients. Thirty-five studies had

at least one construct similarity between predictor and

outcome. The sample in all cohort studies consisted of an

entire batch of students. All studies had a percentage of non-

respondents. Only one study (Pearson et al., 1998) presented

a comparison of the characteristics of respondents and non-

respondents. However, we analyzed all the papers, qualita-

tively and quantitatively, so long as they met the inclusion

criteria and had relevant data.

The inter observer agreement of the quality criteria was

as follows: study design¼ 84%, sample selection¼ 32%,

phi¼ 0.15, similarity of construct¼ 100%, reliability of

instruments¼ 79%, phi¼ 0.64, justification of statistics

used¼ 21%, phi¼�0.2, attrition/respondent bias¼ 21%,

phi¼�0.2, dissatentuation¼ 100%. For study design, simi-

larity of construct and dissattentuation, phi coefficients were

not estimable because one observer gave the same value to

all the studies. The disagreements were due to different

interpretation and unclear reporting in the studies of the

quality criteria. However, all disagreements were resolved

through discussion.

A wide variation was found in the methods, scales of

measurements, analytical strategies and reporting styles.

Psychometric characteristics of instruments were presented

in a few studies. The reliability of the measures of

predictor variables was given in three papers, while that

for the outcome variables was given in five papers. The

nature of the instruments was not described in detail.

Only one paper reported reliability of both predictor and

outcome variable. The most common outcome measure,

‘supervisor rating’, varied from study to study (e.g. scales

used 25 to 33 items).

Tables in Appendix 5 (on BEME website: http://

www.bemecollaboration.org) present main characteristics,

results and summary of conclusions in the 38 studies

included.

There was a large variation in the method of analysis

as well. Nineteen studies reported the Pearson correlation

coefficient and 13 had regression analysis. The correlation

coefficients in the 19 studies formed the basis of our

meta-analysis. They were organized around three outcome

variables (Figures 2–11 on BEME website: http://www.

bemecollaboration.org).

(a) Supervisor rating during residency: was the outcome

variable in eight studies, four had NBME I and NBME

II as predictors, two had clerkship GPA as predictors

and two had all the three predictors. Results for each

BEME systematic review
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predictor are presented below:

(i) NBME I: The Pearson correlation coefficients

of the nine data sets in eight studies are plotted

in Figure 2 (on BEME website: http://www.

bemecollaboration.org). All the point estimates

indicate a positive correlation. The confidence

intervals of the results overlap with each other.

The test of heterogeneity is significant (Q

value¼ 25.166, df¼ 8, p¼ 0.0015) indicating lack

of homogeneity of the results, but visual inspection

of the point estimates and the confidence interval

indicates an acceptable level of similarity in

the results. The combined results (using random

effects model) yielded low correlation (Pearson

r¼ 0.22; 95%, CI 0.13–0.30).

(ii) NBME II: Results from seven data sets

in six studies are shown in Figure 3 (on

BEME website: http://www.bemecollaboration.

org). All the point estimates indicate a positive

correlation. The confidence intervals of the five

studies (except Smith, 1993) overlap with

each other. The test of heterogeneity is also

significant (Q value¼ 26.539; df¼ 6, p¼0.0002).

The summary correlation coefficient using

random effects model is 0.27 (95%, CI 0.16 to

0.38) indicating a low correlation.

(iii) Clerkship GPA: The results from 11 data sets in

10 studies are shown in Figure 4 (on BEME

website: http://www.bemecollaboration.org). All

the point estimates indicate a positive correlation

in all the studies with overlapping confidence

intervals. The test of heterogeneity is also

significant (Q value ¼ 46.87, df¼ 10, p¼ 0.0005)

but visual inspection of the point estimates and

confidence intervals indicates an acceptable level

of similarity in the results across the studies.

The combined correlation coefficient using

random effects model showed a low correlation

(Pearson r¼ 0.28, 95%, CI 0.22–0.35).

(iv) OSCE: Five studies had OSCE as the predictor

variable as shown in Figure 5 (on BEME website:

http://www.bemecollaboration.org). The correla-

tion coefficients were similar. Test of heterogene-

ity was non-significant (Q value¼1.0267, df¼ 3,

p¼ 0.7948). The combined correlation coefficient

using fixed effects model was low (Pearson

r¼ 0.37; 95%, CI 0.22–0.50).

(v) Ranks based on Dean’s letter: Three

data sets from two studies lent themselves

to meta-analysis for this predictor. The

correlation coefficients were similar as shown in

Figure 6 (on BEME website: http://www.beme-

collaboration.org). The test of heterogeneity

was non-significant (Q value¼ 0.024, df¼ 2,

p¼ 0.988). The combined estimate of correlation

coefficient using fixed effects model indicated

low correlation (Pearson r¼ 0.22; 95%, CI

0.12–0.31).

(vi) Preclinical GPA: Only four studies, five data

sets had this predictor with supervisor rating as

the outcome. All the point estimates indicated

positive correlation of similar magnitude as

shown in Figure 7 (on BEME website: http://

www.bemecollaboration.org). The confidence

intervals were overlapping. The test of hetero-

geneity was non-significant (Q value¼ 0.7399,

df¼ 4, p¼ 0.9463). The combined estimate,

using fixed effects model, indicated low correla-

tion (Pearson r¼ 0.25; 95%, CI 0.19–0.31).

The reliability of the measuring scale of the supervisor

ratings were given in four studies: Markert (1993) 0.964;

Paolo et al. (2003) 0.98; Fine & Hayward (1995) 0.8, Hojat

et al. (1986) 0.86.

(b) NBME III: Two studies correlated NBME I and II with

NBME III scores. Both had a large sample size: 628 for

Markert (1993) and 2368 for Hojat et al. (1993).

Between NBME I and NBME III, the correlation

coefficients, in the two studies, were similar as shown

in Figure 8 (on BEME website: http://www.bemecolla-

boration.org). Test of heterogeneity was statistically

non-significant (Q value¼ 1.798, df¼ 1, p¼ 0.18). The

combined correlation coefficient using fixed effects

model was 0.59 (95% CI 0.57–0.61). Between

NBME II and NBME III, the correlations were similar

as shown in Figure 9 (on BEME website: http://

www.bemecollaboration.org). The test of heterogeneity

was statistically non-significant (Q value¼ 0.207, df¼ 1,

p¼ 0.649). The combined correlation coefficient based

on a fixed effects model was (Pearson r¼ 0.72; 95%,

CI 0.70–0.73). These coefficients were substantially

higher than those seen with the outcome supervisor

rating. One study with six data sets correlated clerkship

examination scores andNBME III (Rabinowitz &Hojat,

1989). The correlation coefficient between different

clerkship scores (predictor) and NBME III ranged

between r¼ 0.32 and r¼ 0.49.

(c) American Board of Specialty Examinations: Three

studies, five data sets correlated NBME I scores

as predictor and American Board of Specialty

Examination as outcomes lent themselves for meta-

analysis. The point estimates were close to each other

and confidence intervals were overlapping. The test

of heterogeneity was non-significant (Q value¼ 6.86,

df¼ 3, p¼ 0.076). The combined correlation coefficient

as shown in Figure 10 (on BEME website: http://

www.bemecollaboration.org), using a fixed effects

model, was moderately good (Pearson r¼ 0.58; 95%,

CI 0.54–0.62).

One study (Figure 11 on BEME website: http://

www.bemecollaboration.org) with three data sets corre-

lated NBME II scores as predictor and American Board

of Medical Specialty examination scores. Point estimates

were close to each other and confidence intervals

overlapping. Test of heterogeneity was significant. The

combined correlation coefficient using random effect

model was moderately good (Pearson r¼ 0.61, 95%, CI

0.51–0.70).

The studies reviewed and the meta-analysis showed that

the correlations between the predictor variables of assessment

in undergraduate medical education and supervisor ratings

were lower than with NBME I and II as predictors and

NBME III and American Board of Medical Specialty
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Examinations as outcomes, although they were both statis-

tically significant.

Some of the main findings in other studies with predictors

and outcomes not included in the meta-analysis are

summarized as follows.

The only study (Brailovsky et al., 2001), giving disatten-

tuated correlation coefficients showed moderate to high

correlation between script concordance scores at the end of

clerkship and clinical reasoning at the end of residency

training.

Clerkship honor grades and honors society (Kron et al.,

1985; Amos & Massagli, 1996), student rank (Blacklow

et al., 1993; Amos & Massagli, 1996) and clerkship GPA

(Arnold & Willoughby, 1993) predicted residency clinical

performance and passing the written boards on the first

attempt. Overall GPA in medical schools can predict

performance in internship (average r¼ 0.4), (Fincher et al.,

1993).

The large study (6656 medical students) by Gonella

et al. (2004) examined the predictive value of number of

grades in medical schools and performance on USMLE III

and supervisor rating during residency year one. They

concluded that ratings of clinical competence beyond

medical schools are predictive by number grades in

medical schools.

The only recent study (Tamblyn et al., 2002) on

predicting process of care from final-year MD examination

scores showed statistically significant association

(Table 33, Appendix 5—on BEME website: http://

www.bemecollaboration.org).

Discussion

This systematic review was conducted to determine to what

extent measurements obtained in medical schools can predict

outcomes in clinical practice; performance during internship,

residency programs, on the job and their potential impact on

health. The effectiveness of medical education programs is

inseparable from the effectiveness of their products and the

most meaningful measure of effectiveness is performance in

practice.

Search and selection of studies

Retrieving evidence for a systematic review in medical

education is problematic, and the work done by the BEME

Collaboration has highlighted the difficulties of systematic

searching within the educational discipline (Haig & Dozier,

2003). The sources of evidence that contain medical

education research (primarily databases of peer-reviewed

literature) are either medical or educational; they rarely

describe medical education content adequately—and

frequently even lack the descriptors to do so. In this review

the search strategies were made less sensitive (to reduce the

number of false hits); some of the highly relevant papers

identified were invariably missed.

Additional methods were therefore required to augment

the search. The group used a variety of proven methods

(hand-searches, experts in the field and cited reference

searches) to improve the comprehensiveness of the retrieval.

Achieving a measure of absolute saturation is rarely possible

when systematically searching for evidence, but there

are methods to realize when further searching is likely

to be redundant. One such example is reaching the point

where a cited reference search no longer produces unseen

results from either the initial paper or any of its

derivatives. Although the review topic proved

challenging, these additional methods employed ensured

that the outcome was systematic and most probably

comprehensive.

This BEME review group highlighted these problems.

A systematic review requires a comprehensive search of

all relevant sources, yet without satisfactory descriptors

the searching proved difficult. Where adequate descriptors

did exist (e.g. for the undergraduate population) they

were applied sporadically while other key concepts had

no satisfactory descriptor (e.g. predictive values/indicators

of future performance). Given enough resources it

would have been possible to sift through results lists

numbering in the tens of thousands, but this is unrealistic

for a single review group. Indeed, even with a strategy

designed for maximum sensitivity it is unlikely that all

relevant citations for this topic would be retrieved.

However, several problems were encountered. Of the

175 potentially relevant reviewed studies, only 38 were

found suitable for inclusion despite multiple strategies used

to identify relevant studies. The inclusion criteria were

identified in the light of the conceptual design of the study

looking mainly at the relation between measurement of

learning outcomes as predictors and practice outcomes

including practice during residency training and beyond.

This approach led to the exclusion of other predictors

such as psychosocial characteristics of students and

other measures of outcomes, like board certification

status, medical school faculty appointments, speed

of career progression, research publications and stress

burnout and satisfaction. All these have been reported in

the literature as indicators of a physician’s professional

success (Hojat et al., 1997; West, 2001; McManus et al.,

2003).

Assessment of the methodological quality of the studies

Lack of standard reporting style of the results and their

statistical analysis made it difficult to rank the studies

according to their quality criteria. A quality criterion

may or may not be met based on the reporting style.

The reporting is particularly limited in four elements

of study quality: (a) the psychometric characteristics of

the measures of predictors and outcomes; (b) justification

of statistics used; (c) comparison of characteristics of

respondents and non-respondents; and (d) disattenuation.

The question of whether a study was of poor quality or

the authors did not consider it important to report some of

the above elements is difficult to resolve. Recent studies

have begun to address the above limitation (Brailovsky et al.,

2001). This review points to the need for regular reporting

of the above elements of study quality in correlation

studies. Strict application of a high quality threshold

would have excluded a large number of the studies

included. However, we have followed an inclusive approach

as recommended by BEME.

BEME systematic review
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Relation between predictors and outcomes

The results of the systematic review indicated that analysis

of performance after graduating from medical school

is complex and cannot be susceptible to one type of

measurement. Clinical competence is not unidimensional.

It is a multifaceted entity, and the strength of relation-

ships with medical school performance measures varies

depending on conceptual relevance of the measures taken

during and after medical school (e.g. the preclinical GPAs

yield more overlap with physicians’ medical knowledge

than with physicians’ interpersonal skills). This expected

pattern of relationship has been confirmed empirically

(Hojat et al., 1986; Hojat et al., 1993).

Medical education changes across the continuum of

undergraduate medical education, postgraduate training

and unsupervised practice performance. The latter is difficult

to measure and predicting practice performance years after

formal training is even more difficult. In the 1960s studies

showed a lack of relationship between medical school

academic performances (GPA) and practice performance

(Price, 1969). Although lack of correlation was explained on

the basis of restriction of range, Price et al. (1964) argued that

it was relatively unimportant.

In the 1970s, Price et al. (1973) and Wingard &

Williamson (1973) published two evaluative literature

reviews on grades as predictors of physicians’ career

performance. The main findings of these reviews indicated

that, at that time, very little data on this subject existed with

little or no correlation between the two factors. However,

these studies were limited by the type of measures used to

predict performance in practice.

In the 1990s Taylor & Albo (1993) studied physicians’

performance and their relationship to two predictors:

performance of medical students in their academic years

(one and two) and their clinical years (three and four). In this

study correlation between 167 physicians’ medical school

grades and 61 composite performance scores ranged from –

0.25 to 0.28. This poor correlation also applied to sub-groups

based on the number of practice years and specialties.

This position—that performance during medical school

does not differentiate applicants who will perform well

during residency from those who will perform poorly—was

supported by Brown et al. (1993) and Borowitz et al. (2000).

These studies indicated that the complex competences

needed for a physician to perform effectively are poorly

measured by academic scores obtained through measure-

ments that examine a narrow band of the extremely complex

total spectrum of skills, abilities and performances of

practicing physicians.

There have been many explanations for the weak

association between medical school and postgraduate

performance and the inconsistent findings of previous

research (Wingard & Williamson, 1973; Gonnella et al.,

1993). These include deficiencies in traditional grading

systems or an inherent inability of grades to indicate the

transformation of potential into the workplace, the effect of

intervening experience between the time of academic

training and subsequent career evaluation, and the failure

of the selection processes of traditional medical schools

to identify students with the characteristics that might

be prerequisite for successful performance (changing

mindsets: knowledge, skills, behaviors, and professionalism)

in the work environment (Pearson et al., 1998).

The correlation between performance measures in

medical school and in practice is always an under-estimated

index of relationship, because of the exclusion of those in

the lower tail of performance distribution in medical school

due to attrition. Attrition always restricts the range of grade

distribution, leading to less overlap and shrinkage of

correlations. This and other conceptual and methodological

issues involved in predicting physician performance from

measures of attainment in medical school have been reported

(Gonella et al., 1993).

Other researchers have established a moderate

relationship between academic performance at the medical

school and practice performance, with higher correlations

when an attribute is evaluated by a similar assessment

method (Hojat et al., 1993; Markert, 1993).

Predicting performance during postgraduate training

In this systematic review we were able to combine in

a meta-analysis the correlation coefficients from only 19 of

the included 38 studies. This was due to:

(1) Variability of the measured predictors in medical

schools: 25 variables could be identified from the

studies included. Some had objective measurements,

e.g. NBME/USMLE scores, and other subjective

measurements, e.g. ranking using Dean’s letter or

Honours Society ‘AOA’.

(2) Variability of the outcomes and how they were

measured. Four outcome measures were identified in

the studies included in the meta-analysis, NBME III,

supervisor’s ratings during internship and different

years of residency training, in-training examination of

residents, and American Board of Medical Specialties

Examination.

The meta-analysis demonstrated that summary correlations

between NBME/USMLE I and supervisor rating during

internship or first year residency was low (0.22), though

statistically significant and consistent with the previous

longitudinal study data of Hojat et al. (1993), and Gonnella

et al. (1993). However, correlation of NBME I and NBME II

with NBME III and American Board of Specialty

Examinations was moderately high (0.6–0.7) and statistically

significant.

Although significant improvement is taking place in

student assessment in the clinical years, the problem

of measurement of clinical competence of physicians in

training is a complex and daunting task. The complexity of

professional competence necessitates the use of multiple

assessment methods to evaluate performance. Despite the

availability of several evaluation tools, how objective resident

supervisors are concerning the evaluation of the clinical

performance of their trainees remains unclear (Holmboe &

Hawkins, 1998).

It may be debatable whether specific assessment instru-

ments such as the OSCE should be included in the systematic

review. We believe that OSCE is an important instrument

relatively recently incorporated in the assessment of medical

students and its predictive validity should be assessed.
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In this systematic review, the correlation coefficient between

OSCE and supervisor rating yielded a summary estimate of

0.30 (95%, CI 0.24–0.37) suggesting a low correlation. The

weak correlations, although statistically significant, obtained

from several studies looking into the predictive value of

constructs assessed by OSCE such as interpersonal skills,

data collection and physical examination skills and residents’

supervisors’ rating could be explained on the basis that

assessment of residents does not evaluate objectively the same

constructs as assessed by the OSCE in the undergraduate

program. Another explanation could be the failure to correct

for disattenuation.

The study by Rutala et al. (1992) showed that OSCE scale

was the best predictor of performance rated by the residency

directors. The highest correlation was that evaluating

interpersonal skills, r¼ 0.42. Other OSCE domains had

a lower positive correlation, differential diagnosis r¼ 0.28,

decision-making r¼ 0.28. The study by Probert et al. (2003)

on 30 medical students demonstrated that OSCE showed

consistent positive association with consultant ratings of their

performance at the end of the pre-registration year. Other

improved methods of assessment of clinical competences

in medical schools, such as the post-clerkship clinical

examination PCX, have demonstrated that the correlation

with first-year residency supervisors’ ratings ranged from

0.16 to 0.43, mean 0.32 (Vu et al., 1992).

Recent reports from the longitudinal study of the Jefferson

Medical College showed that the number grades in medical

schools can predict performance in medical licensure exams

and clinical competence ratings in the first postgraduate year

(Gonnella et al., 2004).

Some studies explored how cognitive factors (data

gathering and analysis skills, knowledge, first- to fourth-year

GPA and NBME I and II) and non-cognitive factors

(interpersonal skills and attitudes) assessed during medical

student training predicted postgraduate clinical competence

(Heneman, 1983; Martin et al., 1996). These studies showed

that cognitive factors can account for up to 51% of the

variance in NBME III grade (Markert, 1993).

Our results indicated the importance of measurements

of similar constructs in order to find a positive and strong

association. The correlation between clerkship GPA as

predictor and supervisor rating during residency as outcome

(r¼ 0.3) was higher than other predictors in the preclinical

phase (NBME I r¼ 0.18). Studies in the 1960s and 1970s

supported the view that grades and evaluations during clinical

clerkships correlated well with performance during residency

(Gough, 1963; Richard et al., 1962), particularly in the

clerkship related to the field of residency chosen by the

student (Keck et al., 1979). Another predictor that was not

included in our study is evaluation by peers, which was found

to be a better predictor of future internship success than were

estimated by preclinical and clinical faculty (Korman &

Stubblefield, 1971).

The study by Brailovsky et al. (2001) on script

concordance between students and final-year residents,

demonstrated the importance of measurements of similar

constructs at two different levels of expected performance

(medical students and final-year residents) along the

continuum of medical education and practice. In this study,

scores obtained by students at the end of clerkship using

a script concordance (SC) test predicted their clinical

reasoning performance at the end of residency measured by

OSCE, short-answer management problems and simulated

office orals. They reported generalizability coefficiencies for

OSCE 0.717 (n¼ 181), short-answer management problems

0.816 (n¼ 769), and simulated office orals 0.478 (n¼ 769).

Predicting on-the-job practice performance

The complex nature of measuring performance in practice

should consider the conceptual difference between compe-

tence and performance of physicians: competence ‘what

a doctor is capable of doing’, i.e. under test conditions,

and performance ‘what he or she actually does in day-to-day

practice’ (Rethans, 1991). This concept was further

described by Epstein & Hundert (2002) when defining

professional competence as the habitual application of

knowledge, skills and attitudes in the care of patients.

Competence and performance criteria are structural and

procedural measures, thus representing moderate variables

in the sense of surrogates for relevant and ultimate end points

of measurement: the outcome criterion ‘improvement or

maintenance of patient’s health’.

Assessing the quality of healthcare as a reflection of the

impact of physician performance is complicated. Donabedian

(1998) argues that in measuring quality we need to assess not

only the performance of practitioners but the contributions

of patients and family, the structural attribute of the

healthcare setting, the process of care and its outcomes.

In this systematic review we were able to find few studies

that looked into the relationship between medical school

measurements and on-the-job performance beyond resi-

dency. Four studies fulfilled our inclusion criteria (Peterson

et al., 1956; Clute, 1963; Price et al., 1964; Tamblyn et al.,

2002). Tamblyn et al. (2002) investigated scores on Canadian

licensure examinations taken immediately at the end of

medical school and prediction of clinical behaviors 4–7 years

later. This study was included in our systematic review as the

Canadian licensure examination could be considered similar

to a final-year MD examination, which measures students’

learning outcomes at the point of exiting from the program.

The study showed that scores on the Canadian licensure

examination were a significant predictor of practice perfor-

mance. In this study indicators of practice performance

were selected on the basis of unexplained practice variations,

and/or their association with the outcomes or costs of care:

e.g. (1) mammography screening rate was used to assess

preventive care; (2) continuity of care because of its

importance in prevention and chronic disease management;

(3) the differences between disease-specific and symptom-

relief prescribing rate and contra-indicated prescribing rate;

(4) contra-indicated prescribing, which accounts for 20%

of drug-related adverse events; and (5) consultation rate was

used as an indicator of resource use because referral

determines access to higher cost specialty care.

Assessing the relationship between examination scores

and more objective measures of quality of care is difficult due

to the complexity of evaluation of optimal and actual practice.

Setting standards of practice and its measurement should

not only consider quantitative data obtained from assessment

scores commonly obtained from examinations that attempt

to measure ‘competence’ but should consider qualitative

outcomes, such as patient satisfaction, efficiency, outcome of
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consultation and impact of health education (Prideaux et al.,

2000, Tamblyn et al., 1994). The process of care could also

be considered as reflection of performance, e.g. screening

and preventive services; diagnosis and management;

prescribing; counseling and condition-specific processes of

care (e.g. whether diabetics receive foot exams).

One of the main problems with studying postgraduate

clinical performance is establishing a comparable scoring

system for assessing competence in the different specialties.

This is known as the ‘criterion problem’ and confronts

the predictions of success in all jobs, not only medicine

(Ferguson et al., 2002). One solution to this problem has

been to develop competence-based models of care and

specific skills through detailed job analysis of individual

medical specialties (Viswesvaran et al., 1996; Patterson et al.,

2000).

Instruments used in measuring performance of residents

and practicing physicians should have an acceptable degree of

validity and reliability. Global rating, which forms the

primary basis for appraising clinical skills, suffers from several

sources of bias that involve cognitive, social and environ-

mental factors, which affect the rating, not only the

instruments. Research showed that patterns of measuring

instruments account for no more than 8% of the variance

in performance ratings (Williams et al., 2003).

Standards of practice should be developed in relation to

a core of common health problems or presentations

encountered in the specific domain of practice. Sampling

performance in relation to a core of health problems and

health indicators should allow generalization of the results

and avoid restricting the assessment to a small number of

patients. Measurement of performance should not be limited

to technical aspects and knowledge, but should also consider

attitudes (Tamblyn, 1994). An interesting study (Papadakis

et al., 2004) looked into the unprofessional behavior of

students in medical school and whether it is associated with

subsequent disciplinary action by a state medical board.

It was found that the prevalence of problematic behavior was

38% in the cases and 19% in the controls (odds ratio 2.15).

These findings indicated the importance of professionalism

as an essential competence to be demonstrated by a student

to graduate from medical school.

Personal and psychosocial attributes are important facets

of the physician’s clinical competence that few empirical

studies have looked into. With regard to issues of psychoso-

cial predictors of the academic and clinical performance of

medical students, they found that selected psychosocial

attributes could significantly increase the validity of predict-

ing performances on objective examinations (Hermen et al.,

1983; Hojat et al., 1988, 1993). Hojat (1996) suggested that a

significant link exists between selected psychosocial measures

and physician clinical competence. Although assessing

psychosocial attributes of the medical students was not part

of the inclusion criteria in our systematic review, it is

important to be considered and needs to be studied further.

The studies included in the systematic review provided

evidence to support a relationship between measurements

used in medical school and performance during residency.

The magnitude of the correlation was higher when the

predictors and outcomes measurements were based on

objective written examination, e.g. NBME/USMLE I,

II and III. On the other hand, Fine & Hayward (1995)

suggested that academic performance measures have been

over-emphasized as predictors of physicians’ performance

in residency training.

Recent developments in outcome measurements

in medical education

During the late 1990s the issue of measurements of

educational outcomes of undergraduate medical education

and postgraduate residency training programs became an

important international activity of several organizations

responsible for medical education. This global activity is

trying to look into three basic questions related to quality

medical education: ‘What to measure?’; ‘How best can we

measure?’ and ‘Is there a relation between what is measured

and quality of practice?’

In the US, the Accreditation Committee of Graduate

Medical Educators (ACGME), the American Board of

Medical Specialties (ABMS) and the American Association

of Medical Colleges (AAMC) adopted six general compe-

tences for evaluating residents and practicing physicians.

The American Association of Medical Colleges (AAMC) and

its accreditation committee (LCME) linked the medical

school objectives to these competences, recognizing them as

learning outcomes, but at a lower level of expectation than

that of the residency programs (Stevens, 2000). In Canada,

the Royal College of Surgeons (RCS) has developed CanMed

2000, which defines the expected competences of residency

programs. In Europe the General Medical Council (GMC) in

the UK and the Royal Colleges have restructured their

residency programs. The World Federation for Medical

Education (1998, 2003) developed global standards for basic

medical education, postgraduate training and continuing

professional development.

In the Middle East the committee of Deans of Medical

Colleges, ‘Fourteen Colleges’ in six Gulf States—United

Arab Emirates, Saudi Arabia, Qatar, Oman, Kuwait and

Bahrain—developed accreditation standards and outcomes

of undergraduate medical education (Guideline on

Minimum Standards for Establishing and Accrediting

Medical Schools in the Arabian Gulf Countries, 2001). The

World Health Organization (WHO) Eastern Mediterranean

office (EMRO) is leading a multinational project in the

region to develop standards for accreditation of medical

schools.

Defining global core of learning outcomes for under-

graduate medical education, postgraduate residency training

and continuing professional development should be orga-

nized around similar constructs. The six competences of

ACGME—‘Patient care, knowledge, ethics and profession-

alism, communication skills, practice-based learning and

system-based practice’—can be a model for such constructs,

which could be measured at different levels and phases of

the professional life of a physician. The Dreyfus & Dreyfus

(2001) taxonomy of levels of performance, which include

novice, competent, proficient, expert and master, have

the implication of progressive proficiency and can help in

measuring performance at the end of medical school,

residency training and beyond. The subjectivity of this

taxonomy requires the identification of descriptors to

improve its objectivity and valid, reliable instruments of

measurements.
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We hope that the conceptual model of this systematic

review and its findings can provide the best available evidence

on the predictive values of current assessment measurement

in medical schools and future performance in medical

practice, which should be considered in the measurement

of quality in medical education.

Limitations of the systematic review

(1) An important limitation of this review is the language

bias. It is highly probable that there are publications on

the topic elsewhere (Liu et al., 1990). Future coopera-

tion with colleagues can help in reviewing publications

in French, Spanish and German in future updating of

the review, which we hope to do.
(2) The results of this systematic review were based on

studies mainly from the USA and the assessment

systems reported are used only in the USA, such as

NBME/USMLE, honors societies (AOA) and Dean’s

letters. This raises the issue of generalizability of the

predictive validity of the assessment measurements.

On the other hand, it is possible to find similarity that

could be generalized when looking at the construct to

be measured, e.g. NBME I¼ basic medical science

knowledge; NBME II¼ application of knowledge in

clinical sciences.

(3) Meta-analysis of regression coefficients from various

studies was not done because the reported regressions

did not adjust for the same variables across different

studies.

Future directions

(1) This systematic review emphasized the problems

in retrieving evidence for medical education as a

whole. The importance of employing additional

methods to enhance the standard approach of searching

a few core databases cannot be underestimated.

While these methods will obviously require

additional skills, time and resources, they are vital

to ensuring that the systematic review is based on

all available evidence. Not only are these

additional methods more effective than trying to

process massive lists of false hits but they will almost

certainly return relevant results that databases currently

cannot.

Although the coverage and description of medical

education content has improved considerably in the

last few years, there is substantial room for further

improvement. By drawing attention to these challenges,

and continuing to make efforts, currently under way,

to overcome them (METRO Project, 2004), the BEME

Collaboration can make a significant contribution

to improving accessibility to the available evidence in

medical education.

(2) The review identified some common measures of

performance in practice beyond residency training

that might be considered for future studies.

These include patient outcomes and impact of the

performance on health, such as mortality and morbidity

of common health problems in a given community;

newer outcomes like patient satisfaction, functional

status of patients, cost effectiveness of management

or intermediate outcomes like better control of

diabetes, HbA1c and lipid levels of diabetics may give

indirect indication of physician performance and its

impact.

(3) Similarity of the data-collection methods and statistical

analysis of the results will help in increasing the

homogeneity between the research results and will

allow for their combinability, which will increase the

strength of the evidence. It is recommended that

studies should:

(a) report reliability of the data collection method

‘measurement instrument’;

(b) use similar statistical analysis, e.g. Pearson’s

correlation with report of confidence interval;

(c) consider cognitive, social and environmental

sources of bias in performance ratings in

developing measurement instruments;

(d) report disattenuated correlation coefficients;

(e) whenever there are attrition and/or non-

respondents in the studies, a comparison

of characteristics of respondents and non-

respondents need to be presented to allow

assessment of attrition/respondent bias.

(f) report the justifications of statistics used. For

example, while using Pearson’s correlation, an

indicator of whether the relationship between

predictor and outcome is linear and their

distribution is bivariate normal needs to be given.

(4) Medical schools and residency training programs need

to conduct longitudinal studies on their graduates.

The Jefferson study is a model for this type of research

(Gonnella et al., 2004).

Conclusion

(1) The studies included in the review and meta-analysis

provided statistically significant mild to moderate

correlations between medical school assessment mea-

surements and performance in the internship and

residency. Basic science grades and clinical grades

can predict residency performance.

(2) Performance on similar measurement instruments is

better correlated such as:

. NBME II scores with NBME III scores;

. medical school clerkship grades and supervisor

rating of residents;

. OSCE and supervisor rating of residents when

similar constructs are assessed.

(3) No consistent statistical analysis was used in reporting

the relationship between the predictors and outcome

variables. Only a few studies reported reliability

of the measurement instruments and disattenuation.

The methodological shortcomings of past research in

testing predictive validity need to be addressed and

sound models for assessing it need to be studied

further, e.g, longitudinal profile development, cross-

validation and inspection of the adjusted R2 (Renger &

Meadows, 1994).

(4) Evidence on predictors of performance in practice

beyond residency training is rare and weak. New
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measures of performance in practice, such as ‘patient

outcomes’ and ‘process of care’, might be considered

for future studies.

(5) The difficulty in searching encountered in this

systematic review indicated the importance that med-

ical education journals should place on encouraging the

use of an agreed controlled vocabulary: keywords and

MeSH terms that describe instruments and variables

used in student and physician assessment and in

reporting outcomes of medical education.
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